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Introduction

T he goal of this work was to identify the kinds of 
information that could be captured about algorithms in 

use by public-sector agencies. In this project, the University 
of Pittsburgh Institute for Cyber Law, Policy, and Security (Pitt 
Cyber) wanted to identify information that can contribute to 
the design of a website supporting the Task Force on Public 
Algorithms. Pitt Cyber asked the authors to identify the kinds 
of information that could be shared about public algorithms 
with the community, and develop some initial design concepts/
principles that can be included in a reporting website.

Although a growing number of communities are reporting information on public-sector algorithms 
that are in-use, a standard for what should be included in a reporting process has not yet emerged. 
This document can inform conversations within the Task Force and between the task force and 
public-sector agencies about the kinds of information that is needed to support accountability 
efforts. This document supports the task force recommendation #5 that a website be created to 
share information about public sector algorithms with the community.

Developing a  
Reporting Framework

E valuating what information about public algorithms can 
be captured was a two-part process. The first step involved 

looking at existing efforts to share information about algorithms 
in use. We did find that a few communities, including New York 
City, Helsinki, Amsterdam, and Seattle had already started to 
share details about algorithms and surveillance technologies 
deployed within their communities. We captured the different elements of these websites in our 
assessment. 

The second stage of this analysis included a review of the rapidly growing body of literature 
that recommends specific information about algorithms important to supporting a community 
accountability framework. These suggestions were shared in reports published by various research 
groups and in articles published in academic journals. Sources for all websites and reports reviewed 
appear at the end of this document.



C O N S I D E R A T I O N S  F O R  P U B L I C  A L G O R I T H M I C  R E G I S T R I E S U N I V E R S I T Y  O F  P I T T S B U R G H  I N S T I T U T E  F O R  C Y B E R  L A W ,  P O L I C Y ,  A N D  S E C U R I T Y  4

The list below includes suggestions on the kinds of information about algorithms that can be 
considered by local governments for inclusion in any reporting system. We grouped the information 
that local governments should consider into several different categories, including information 
about the governance and reporting process, 
information about individual algorithms, 
background on the developer and agencies 
using the tools, and information related to 
impact assessments. 

General information about algorithms 
and the process of reporting them

This first category of information that 
might appear on a website includes general 
information about algorithms, including what 
they are, and how they’re used. Several reports 
highlighted the need to break down the opacity 
around algorithms in order to engage the 
public in a conversation about algorithms. 
The website can also establish standardized 
definitions of algorithms and key terms. 
Community members can also learn more 
about public participation processes related to this initiative. 

 Q Educational materials to build algorithmic literacy for both public and public-sector 
audiences.

 Q Description of the accountability and governance process.
 Q “Official” definition of what is an algorithm for the standpoint of this accountability process, 

and definitions of key terms.
 Q Copy of relevant legislation, executive order, or policies related to public algorithms.
 Q Description of the accountability/reporting/assessment process, including thresholds for 

reporting more-detailed information about algorithms.
 Q Describe opportunities for public participation, including public meetings, public comments, 

public events, and processes to request additional information.
 Q Processes that allow people to challenge decisions, fix mistakes, and correct incorrect 

information.
 Q Archive of meeting notes/recordings, presentations, and other artifacts from prior 

engagement events and processes.
 Q Provisions for research access.
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Registry of individual algorithms

A registry capturing details about individual algorithms can appear through the website. The 
information provided can differ if this effort adopts different reporting thresholds depending on the 
potential harms or impacts of the algorithm.

 Q A listing of the algorithms that have been included in or excluded from the registry.
 Q Tags along with other descriptions and classifications to aid in discoverability.
 Q A human readable narrative describing the algorithm, including goals, motivation for use, 

purpose, what triggers its use, anticipated benefits and anticipated outcomes.
 Q Description of how decisions would be made if the algorithm did not exist, or description of 

decision-making processes prior to adoption or deployment of the algorithm.
 Q Links to any publicly-accessible uses of an algorithmic tool.
 Q Date for when the algorithm was placed into 

service, revision history, and length of use.
 Q Description or listing of other communities that 

have implemented this algorithm.
 Q Ownership of the intellectual property related to 

each algorithm, and licensing information.
 Q Information about impact assessments or audits 

of the algorithm, including if they have been 
conducted, who conducted them, when they took 
place, which standards or frameworks may have 
been used, and any plans to revisit or update them

Implementing agency context

Details on the agency’s implementation of algorithms can 
help provide important context about the agency, the 
people that use the algorithm, and the implementation environment. Materials in this section can 
also serve as important resources for people responsible for public reporting.

 Q Organization name and steward/contact person.
 Q Description of who uses or has access to the algorithm, along with general information 

about access controls.
 Q Information about training requirements, frequency of training, certification, curricula, and 

training materials or user manuals.
 Q Procurement process details including copies of development/maintenance contracts, 

solicitations, responses, and source of funding.
 Q Resources describing how public sector employees can get help and assistance with the 

reporting process.
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 Q Checklists or other reporting guidance for public sector employees as to what algorithms are 
exempt from reporting requirements, and situations where a higher degree of information 
about algorithms is required. 

 Q Information about protections for whistleblowers.
 Q Copies of reporting forms, guidance, checklists, or instructions.

Developer of the algorithm

Information about who developed the algorithm can be captured 
whether the algorithm was developed in-house, or by an outside 
party. 

 Q Name, organization, and capabilities of the developer, 
including contact information.

 Q Qualifications of key developers.
 Q History of their work with public-sector algorithms.
 Q History of claims/lawsuits/actions that have been taken against the developer.
 Q Payments made to the developer for development and maintenance.

Technical details 

The model

Technical details about the algorithm provide additional insight about how the algorithm performs. 
The reporting website can provide or adapt to standardized frameworks as they emerge. Details 
about models can be captured in “model cards,” which provide structure for capturing details about 
how algorithms function for both technical and non-technical audiences. 

 Q Data science and statistical techniques used by the algorithm.
 Q In scope and out of scope use cases used to develop the model.
 Q How the algorithm is optimized to emphasize particular outcomes.
 Q Actions and Processes that have been implemented to mitigate harms.
 Q Details on human roles in the decision-making process.
 Q Copies of technical manuals or documentation.
 Q Costs for development and maintenance.
 Q Version history.
 Q Software license.
 Q Link to a working test version of the 

algorithm.
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 Q Link to code (use caution if code could be re-engineered to game the system or violate data 
privacy protections).

 Q Applicability of laws, standards, and governance processes to the design and use of the 
algorithm (IRB, HIPAA, Privacy policies, etc).

Data used by the model

Details about the individual datasets used to develop and 
operate an algorithm will also be important for assessing 
performance. Frameworks for capturing contextual details 
about datasets used by algorithms are emerging, and one 
notable example cited in several of the reports we reviewed 
is the “Datasheets for Datasets” framework.

 Q Motivation for the dataset, including the purpose, 
owner, creator, steward, and funding organization. 

 Q Composition of the dataset, which can include what 
the data represents, what is included in the data, what is missing, relationships with other 
data, errors, harms, biases, sensitive information including PII, classification systems, and 
any laws, regulations, or processes that govern use of the data. 

 Q Collection processes used to assemble the data, including workflows and procedures, 
frequency, use of technology, methodologies, and ethical considerations (including 
informed consent, governance, protections for subjects of human research, and whether 
compensation was provided, along with working conditions of the data labor force).

 Q Transformations are often used to prepare data for use with models, and the framework can 
capture who performed the labor, where the work was conducted, procedures, techniques, 
and technologies, and processes that were used to prepare data for use in the model, label, 
tag, and categorize data, and ensure quality output.

 Q Uses of the data can also be captured by the reporting website, and can inform the 
community as to how specific datasets are used to train models, make predictions, and 
inform decisions using other techniques. The reporting website can also capture limitations, 
warn others of harmful or inappropriate uses of the data, and offer suggestions as to how 
else the data can be used. 

 Q The Datasheets for Datasets framework also covers data sharing, and can document if there 
were any licenses, permissions or restrictions applied to data used by the algorithm. This 
section can also include links to entries in relevant data catalogs and data repositories. 

 Q Other policies and plans related to data management and maintenance that impact the 
data used in algorithmic systems may be important to capture and include on a reporting 
website.
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Assessing impacts of an algorithm

Algorithmic risk assessments can identify the risks that people may face by use of automated 
decision systems. Literature we reviewed suggests that these assessments focus on the harms 
that may be experienced by people who historically lack power in our society, and that these 
assessments adopt an intersectional framework. 
Intersectional analyses look at factors that describe 
power imbalances across multiple dimensions (such 
as a person’s race, age, gender, ethnicity, sexual 
orientation, disability, religion, or place of birth) at 
the same time rather than in isolation. 

Several papers explore what frameworks for 
algorithmic accountability assessments can include. 
Government agencies, ideally in consultation with 
the public, will ultimately be the actors to define the 
information that an impact assessment will capture, 
and the techniques and frameworks used to assess 
and report on the impacts of automated decision 
systems as part of a larger system of governance 
and accountability. The types of questions impact 
assessments and case studies may address can 
include:

 Q Which people is the algorithm most-likely to 
impact, and what are impacts to society from using the algorithm? 

 Q What intersectional outcomes are reported about algorithm performance?
 Q How likely are specific harms to occur to both individuals and society? What are the impacts 

of these harms?
 Q What are some of the unintended consequences or harms that could come from use of the 

algorithm? 
 Q Does the use of an algorithm codify existing biases in our society, and/or create new ones?
 Q Who defined the problem being solved by the algorithm as worth solving? 
 Q Why is an algorithm the appropriate method for solving this problem?
 Q Does the decision to deploy an algorithm reflect community values or needs?
 Q What trade-offs have been made in the design and deployment of the algorithm?
 Q Does the community view use of the algorithm as legitimate?
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Managing reporting  
burdens

C apturing information about every algorithm in use by 
public sector agencies may pose a significant reporting 

burden. Being aware of these burdens and designing compliance 
processes can lead to a greater likelihood that a reporting website 
will fulfill its role of sharing information about algorithms with the 
community. To minimize this burden, New York City developed a 
reporting framework as part of its compliance process related to 
Executive Order 50 requiring the creation of a public report of algorithmic tools. The process is 
managed by the Algorithms Management and Policy Officer (AMPO) housed at the Mayor’s Office. 
New York City administrators designed the compliance process to minimize reporting burdens. Key 
lessons from the initial New York City experience include:

 Q Designing a two tier reporting process, where a somewhat-limited amount of information is 
collected about individual algorithms can minimize staff burdens. As outlined in the Report 
of the Pittsburgh Task Force on Public Algorithms, transparency initiatives can capture 
additional information about algorithms that are identified as higher risk. They encouraged 
other communities to not be too-ambitious in an initial data collection process. In the future, 
they plan to build a higher degree of structure into the process. 

 Q Providing training and education to staff about algorithms and the reporting standard 
was instrumental to their success. Some staff needed context on the executive order and 
benefitted from background on what algorithms are and their reporting responsibilities. The 
culture in departments they worked with ranged from “data savvy,” to those with lower levels 
of data maturity. Training and Q&A sessions were offered separately to each department, 
and the team managing the process made themselves available for office hours and 1-on-1 
conversations over the four-month compliance process. This engagement was handled in a 
virtual environment due to the pandemic.

 Q The compliance process for algorithms was designed to closely resemble the compliance 
process for the City’s open data program managed by the Mayor’s Office of Data Analytics 
(MODA). The process for reporting algorithms also relies on a hub and spoke model where 
coordinators/liaisons in each department report to AMPO. Other compliance processes 
they incorporated into the design of this effort included those related to data privacy 
and performance management. They encouraged other communities to build on existing 
compliance frameworks, which could include data catalogs, and data governance processes. 

 Q New York City also will explore opportunities to use the procurement process (Task Force 
Recommendation 4) as an opportunity to collect data about algorithms. 

https://www1.nyc.gov/assets/home/downloads/pdf/executive-orders/2019/eo-50.pdf
https://www1.nyc.gov/assets/ampo/downloads/pdf/AMPO-CY-2020-Agency-Compliance-Reporting.pdf
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Limitations

B uilding public trust in the use of algorithms requires 
both transparency and accountability. Holding 

agencies that violate government policies and the public trust 
accountable can be enabled by sharing information about 
algorithms, but accountability will not come through simply 
providing more detail about algorithmic decisionmaking 
systems. Accountability will require members of the community 
to use information describing proposed and deployed algorithms as they engage in public 
discourse and in the political process. It will also require public-sector agencies to share power with 
community members in making decisions about the use of algorithms. A 2021 report developed 
by Data & Society emphasized the importance of appropriate governance structures in order for 
accountability to be meaningful, and stressed the importance of defining a source of legitimacy for 
the accountability framework in the form of legislation or strong norms.

This report does not explore the kinds of website design features that can help move from 
information to accountability, though the authors developed a series of design sketches that 
are available as a separate document. Case studies of algorithmic systems can be one way that 
governments can encode accountability processes and community values into the design of the 
reporting website and the structure of the governance process. Q
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