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Overview

Algorithms are increasingly used in public domains to assist in human decision-making. These algorithms 
influence government functions ranging from day-to-day management, such as waste collection, to high-
stakes, such as pretrial risk assessment, child welfare, and predictive policing [5, 1]. There has been 
growing research and media attention on the use of algorithmic decision-making aids, as well as how
the public perceives such use. For example, a survey of American adults conducted by the Pew Research 
Center found that despite the growing use of a variety of computer algorithms in both public and com-
mercial sectors, people were often skeptical of those tools for reasons such as privacy violation or failure 
to capture the nuance of complex situations [6]. In contrast, a recent survey based on a sample of the 
Dutch adult population reported that people often saw algorithmic decision-making systems to be fairer 
than human decision-makers [4]. These seemly inconsistent results might suggest that people’s opinions 
on algorithmic decision-making systems may be multi-dimensional, which also depends on the context
of how systems are used in practice.

When algorithms are used as part of the decision-making in public sectors by local governments, 
community members are the subject of those decisions. How do local communities make sense of the
use of algorithms in their local government context? For the first time, a survey was conducted to pro-
vide insight into how residents are aware of the use of public algorithms in their local communities,
their thoughts about key issues, and their experiences of interacting with the government sectors involv-
ing algorithmic decision-making.

The goal of this survey is to assess people’s knowledge about, experience with, and attitudes toward 
the use of algorithmic tools in public sectors. The survey focuses on Allegheny County, the most pop-
ulous county in southwestern Pennsylvania. The survey was conducted by a Pitt/CMU collaborative 
team and the University Center for Social and Urban Research at the University of Pittsburgh (UCSUR)
in April 2021. Nearly 1,500 people living around Allegheny County identified from the UCSUR Re-
search Registry participated. The survey data were adjusted to make the sample representative of the 
demographic characteristics of the county.

The responses offer the broad perspectives of country residents as a whole, as well as a glimpse of
how race, age, level of education, gender, income, and whether people live in the City of Pittsburgh or
the suburbs, tend to have different views and experiences related to the use of public algorithms.

About This Report

This report is completed through a collaboration among researchers from the University of Pittsburgh, 
Carnegie Mellon University, the Institute for Cyber Law, Policy, and Security at the University of Pitts-
burgh (Pitt Cyber) and UCSUR. Questions on the analysis can be directed to Yu-Ru Lin and Beth Schwanke 
at: yurulin@pitt.edu & beth.schwanke@pitt.edu.

yurulin@pitt.edu
beth.schwanke@pitt.edu
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Key Observations

Level of knowledge The survey found a substantial lack of awareness among residents regarding
the existence of algorithms used by the City or County to help make public-sector decisions – only 8%
said that they had heard of a public algorithm used by their local governments. While a number of
algorithms had been used by the City and County1, most of the high-stakes algorithms used across
public sectors were not widely known.

Experience and perceptions Residents heard of governments’ use of algorithmic tools mostly through
news and educational settings. “Direct experiences” (e.g., they or their friends/relatives were affected
by a public algorithm’s decision-making) was also listed among the major sources through which people
become aware of the use of public algorithms. The awareness of such use is nearly three times higher
among residents who had prior interaction with any of the local government sectors, compared with
those who had not.

Despite only a small portion reporting awareness of governments’ use of algorithms, more than half
of the respondents (56%) said they were aware of public algorithms’ impact on them.

Attitudes toward governments’ use of algorithmic tools The majority of survey respondents ex-
pressed high or some levels of concern about government’s use of algorithms. Most concerning aspects
include “transparency” (73%), “lack of public involvement” (65%), and “3rd party data access” (65%).
With respect to algorithmic tools used in different public sectors, people were more concerned about
the use in Criminal Justice and Social Services than that in Transportation (71% approval of the use in
Transportation vs. only 37% approval in both Criminal Justice and Social Services).

There were also significant demographic differences in the public’s attitudes toward governments’ use
of algorithmic tools. Traditionally marginalized groups expressed concerns about the use of algorithms
in public sectors more strongly.

Implications of This Study

It has been over six years since the City of Pittsburgh and Allegheny County began to build algorith-
mic decision-making into government services. However, the local public’s awareness of any of such
technology adoption remains strikingly low. At the same time, concerns about the government’s use
of algorithmic tools, particularly in terms of insufficient transparency, lack of public involvement, and
issues involving third-party data access were raised among community members, especially those who
are traditionally marginalized. As has been repeatedly shown in AI research, the burden of bias in al-
gorithmic systems is often borne by already marginalized populations. [3, 2] This study suggests that a
basic level of transparency and accountability should be provided to increase the community’s trust in
the algorithmic decision-making processes, as well as hopefully improving the processes and systems
themselves. When new technology is introduced, populations that will be affected by the system should
be properly engaged to ensure the system’s accountability. Balancing the risks and benefits of algorith-
mic decision making is a great challenge as government agencies increasingly adopt algorithmic tools.

1 These include Smart Traffic Lights, Predictive Policing, Fire Prediction Tool, Child
Welfare Screening, Pretrial Risk Assessment, Rapid Rehousing Tool, Screening
Tool to Assess Family Needs for Childhood Resources, and Opioid Overdose Risk
Assessment. Note that the Opioid Overdose Risk Assessment is in development but
not being used.
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As such, more human-centered design approaches, such as value-sensitive design, inclusive design, and
participatory design, could be introduced in the system design / data collection / review processes to
help understand and mitigate systems’ potential risks and adversarial effects.

3



public algorithms survey 4

Summary of Findings

1. The survey found a substantial lack of awareness among residents regarding the existence of algo-
rithms used by the City or County to help make public-sector decisions.

Overall, only 8% of the residents said that they had heard of a public algorithm used by the City
or County, 25% were unsure if they had heard of a public algorithm, and the rest stated they did
not. The City residents were twice as likely to report knowing about the use of public algorithms
compared with those living in the suburbs. (Fig. 1)

Do you know of any algorithms that the City of Pittsburgh and Al-
legheny County uses to make or help make decisions in the public sector?

8% 67%25%

12% 60%28%

6% 70%24%
County

City

Overall

Yes Unsure No

Figure 1: Awareness of the use of
public algorithms.
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2. Most of the high-stakes algorithms used in the public sectors were not widely known.

The “Smart Traffic Lights” (52%) was by far the most common known public algorithmic tool among
the residents. The “Predictive Policing Tool” was the second most known algorithm (29%). The rest of
the algorithms had much lower awareness level, and 34% of respondents reported that they had not
heard any of the algorithms listed in the survey. (Fig. 2)

Below is a list of algorithms being developed, in-use, or pre-
viously in-use locally. Before taking this survey, which
public algorithms have you heard about in the City of
Pittsburgh or Allegheny County? (Select all that apply)

52%

29%

12%

5%

15%

15%

10%

4%

34%None of the above

Rapid Rehousing Tool

Fire Prediction

Screening tool to assess family need for
childhood resources

Pretrial Risk Assessment

Child Welfare Screening

Opioid Overdose Risk

Predictive Policing

Smart Traffic Lights

Figure 2: Awareness of algorithms in
use locally.
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3. News, education, and direct experience are the major sources of awareness regarding the use of
public algorithms. The awareness is higher among residents who had prior interaction with local
government sectors, compared with those who had not.

Nearly half of the survey respondents (48%) who had heard of public sector algorithms listed news as
one of their sources of information. Educational settings (e.g. classrooms, and workshops) (26%) and
direct experience (e.g. they or their friends/relatives were affected by a public algorithm’s decision
making) (24%) were listed as the second and third most common information sources. (Fig. 3)

How did you become aware of these algorithms? (Select all that apply)

24%

26%

20%

48%

20%

14%

23%

Social media

Community

Friends

Other

Direct experience

Education

News

Figure 3: Source of awareness.

Respondents who reported having direct experience and interaction with public sectors were signif-
icantly more likely to be aware of the use of public algorithms than those who did not. People who
reported interactions with a public sector were 2.8 times more likely to be aware of any algorithms,
compared with people who had no prior interactions. Moreover, people who had interactions with
a particular sector were 1.2–14.6 times more likely to be aware of algorithms relevant to that sector
(from 1.2 in Transportation to 14.6 in the Public Housing sector), compared with people who had no
prior interaction with that specific sector. (Fig. 4 and 5).

Do you interact with any of the following lo-
cal government sectors? (Select all that apply)

10% 61%29%

5% 77%19%
no interaction

interaction

Yes Unsure No

A

68% 32%

60% 40%
no interaction

interaction

aware not aware

B

Figure 4: Awareness of (A) any public
algorithms, and (B) specific algorithms
in use locally, by whether or not one
has any interactions with government
sectors.
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Do you interact with any of the following lo-
cal government sectors? (Select all that apply)

25% 75%

2% 98%

52% 48%

30% 70%

43% 57%

14% 86%

24% 76%

13% 87%

55% 45%

50% 50%

Public
Housing

Crim
inal

Justice
Social
Services

Public
Health

Transportation

no interaction

interaction

no interaction

interaction

no interaction

interaction

no interaction

interaction

no interaction

interaction

aware not aware

Figure 5: Awareness of algorithm in
use by whether or not one has prior
interaction with a particular sector.
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4. More than half of the respondents said they were aware of public algorithms’ impact on them.

Despite only a small portion (8%) reporting awareness regarding the use of public algorithms, more
than half of the survey respondents (56%) expressed awareness of a high or some level of impact
posed by public algorithms on their everyday life. (Fig. 6)

What level of impact do public algorithms have on you
(e.g. safety, health and finances) to your knowledge?

11%45%32%12%

12%51%30%6%

10%39%34%17%
County

City

Overall

Not at all Low Medium High

Figure 6: Perception of algorithms’
impact.
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5. The majority of survey respondents expressed high or some levels of concern about the govern-
ment’s use of algorithms, especially on the “transparency” aspect.

The top three aspects where respondents expressed the greatest concerns are “Transparency” (little
is made known about how an algorithm works, 73%), “Lack of public involvement” (not be enough
public involvement in creating algorithmic tools, 65%), and “3rd party data access” (data from algo-
rithmic tools could be shared with or accessed by others such as law enforcement or outside parties,
65%). (Fig. 7)2

How much do you agree with the following statements about
the government’s use of algorithmic decision-making tools?

5%17%29%29%21%

4%11%25%34%27%

5%5%27%38%26%

4%11%20%38%27%

3%9%22%40%25%

2%5%19%40%33%

Loss of human control

Government use

Data bias

3rd party data access

Lack of public involvement

Transparency

Strongly Agree Agree Neither Agree Nor Disagree Disagree Strongly Disagree

Figure 7: Concerns about the use of
algorithmic decision-making tools.

2 The full description of each of the aspects in the survey:
– Transparency: I am concerned with “black boxes” where little is made known about how

an algorithm works.
– Lack of public involvement: I am concerned that there will not be enough public

involvement in creating and maintaining algorithmic tools.
– 3rd party data access: I am concerned that data from algorithmic tools could be shared

with or accessed by others (for example, law enforcement or outside parties).
– Data bias: I am concerned with bias being present in the data or design of algorithmic

tools.
– Goverment use: I am concerned with certain government agencies / sectors using

algorithmic tools for any decision making.)
– Loss of human control: I am concerned that algorithmic tools increase loss of human

control and judgement.
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6. There was a drastic difference in the approval of public algorithms’ use in the particular sector.
People were more concerned about the use of algorithms in Criminal Justice and Social Services than
that in Transportation.

71% of respondents agreed or strongly agreed on the public algorithms’ use in Transportation, 55% of
respondents agreed or strongly agreed on that in Public Health, compared with a much lower level of
approval for education, public housing, social services and criminal justice. (Fig. 8)

Governments should use algorithms in the following public sector(s):

13%20%30%31%6%

9%18%36%31%6%

7%14%40%32%7%

7%18%35%36%5%

7%8%30%43%12%

2%4%22%48%23%

Criminal Justice

Social Services

Public Housing

Education

Public Health

Transportation

Strongly Agree Agree Neither agree nor disagree Disagree Strongly Disagree

Figure 8: Agreement to use algorithms
across different public sectors.
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7. Majority of residents said there was not sufficient accountability and transparency over govern-
ments’ use of algorithmic tools.

Over half of the respondents disagreed that there is enough accountability and transparency about
the use of algorithmic tools by both the City of Pittsburgh and Allegheny County, and more than
40% of respondents considered oversight insufficient over both governments’ use of algorithmic tools.
(Fig. 9 & 10)

How much do you agree with the following statements about
the City of Pittsburgh’s use of algorithmic tools? There is
enough over government use of algorithmic tools.

15%29%47%8%1%

21%37%35%5%1%

21%33%39%6%1%

Oversight

Transparency

Accountability

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree

Figure 9: Attitude toward City’s use of
algorithms.

How much do you agree with the following statements
about Allegheny County’s use of algorithmic tools? There
is enough over government use of algorithmic tools.

16%31%44%9%1%

21%36%38%6%1%

21%34%40%6%0%

Oversight

Transparency

Accountability

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree

Figure 10: Attitude toward County’s
use of algorithms.

11



public algorithms survey 12

8. There were significant demographic differences in the public’s attitudes toward governments’
use of algorithmic tools. Traditionally marginalized groups expressed concerns about the use of
algorithms in public sectors more strongly.

Marginalized groups, such as non-White respondents and gender minority groups, not only had a
higher level of awareness of governments’ use of algorithms, but also a greater level of disapproval
for the use. For example, non-White respondents were 1.87 times more likely to be aware of the use
of public algorithms, compared with the White respondents, and gender minorities were 4.38 times
less likely to be unaware of any use of public algorithms. Across different public sectors, non-White
respondents were 2-3 times more likely to strongly disagree that government should use algorithms
in those sectors compared to White respondents. A much higher proportion of strong disagreement
was observed in the non-White groups compared with White regarding Public Housing (11-15% vs.
4%), Social Services (11-13% vs. 6%), and Criminal Justice (17-21% vs. 7%). (Fig. 11)

Governments should use algorithms in the following public sector(s):

8%

4%

1%

6%

6%

3%

16%

27%

18%

48%

43%

55%

22%

20%

23%

15%

10%

5%

22%

16%

15%

36%

36%

32%

26%

27%

42%

1%

11%

5%

13%

11%

6%

21%

18%

18%

38%

30%

34%

25%

31%

36%

3%

10%

7%

14%

11%

4%

11%

7%

9%

26%

32%

24%

43%

32%

49%

6%

18%

13%

15%

11%

4%

13%

14%

14%

34%

37%

38%

36%

27%

38%

2%

11%

6%

17%

21%

7%

23%

21%

20%

29%

28%

30%

25%

23%

37%

6%

8%

6%

Social Services Criminal Justice

Education Public Housing

Transportation Public Health

Other

Black

White

Other

Black

White

Other

Black

White

Strongly Agree Agree Neither agree nor disagree Disagree Strongly Disagree

Figure 11: Ethnicity breakdown:
Agreement to use algorithms across
different public sectors.
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Methodology

An online survey was conducted between April 15 and May 4, 2021. This survey was sent to members of
the UCSUR Research Registry residing in Allegheny County for whom an email address was available.
The registry contains approximately 10,000 community members recruited through UCSUR surveys and
research studies who have agreed to be contacted for future research studies. Studies used to recruit
registry members employed a combination of probability and nonprobability sampling designs. Email
addresses are available for approximately 80% of the registry members. Those without emails tend to be
older, African American, and less educated. However, these demographic factors were adjusted for the
weighting of the data (see below).

On April 15 an initial email invitation with a link to the survey was sent to 7,982 registry members
from Allegheny County. The survey contained approximately 17 questions covering residents’ aware-
ness, experience, and attitudes toward the use of algorithmic tools by the local governments including
the City of Pittsburgh and Allegheny County. The survey allows respondents to come back later to fin-
ish their responses. The median time respondents took to complete the survey is 11.9 minutes. Follow-
up reminders to non-respondents were sent on April 21, 27, and 30, with a notice that data collection
would end on May 4th. This resulted in 1,566 completed surveys, a 19.6% response rate.

18-44

45-64

65+

Man

Woman

Other

White

Black

Other

<Bachelor's degree

Bachelor's degree

>=Master's degree

<25K

25-50K

50-100K

>100K

City

County

0%

25%

50%

75%

100%

Age Gender Ethnicity Education Income Residence

Pe
rc

en
ta

ge

Figure 12: Respondents’ demographics
breakdown.

Note that this is technically a non-probability sampling method, as registry / panel members are vol-
unteers. Thus, statements about “margin of error” are not appropriate, as these apply only to probabil-
ity sampling designs. To reduce potential bias, the data were adjusted using statistical “raking” methods
for age, gender, ethnicity, education, and income to make the sample more representative of the Al-
legheny County population aged 18 and older. The technique involves using the most recent American
Community Survey’s (ACS) age, gender, education, income, and ethnicity data for Allegheny County to
compute case weights to ensure the sample mirrors the population distributions for each demographic
variable. This is the standard approach in the survey industry when relying on survey registries and
panels for population estimates.

2 The full description of the registry is available from the UCSUR website UCSUR
(@PittCSUR) – PuRR Registry
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